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As a conseqguence, while there is the possibility
of specification error with resulting biases in the
estimates of coefficients of variables related to
price, these latter will be minimal compared with
other potential problems in our analysis.

Presented in Table 5.1 is a list of the set of
independent variables relating to the market forces
affecting the demand for recreational services in
the market area. These variables measure, in
various ways, the following: the number of house-
holds or population, gross incaome, total retail sales
as a measure of economic activity in the area, per
capita measures of income, measures of the income
distribution in terms of those households most likely
to consume recreational services provided at Corps
pro jects, changes over time in population and income,
and boat registrations in the market. In all cases,
the variables examined at this stage of the analysis
were expected to have a positive relationship with
the measures of profitability defined earlier in this
chapter. The expected sign of these and the other
sets of variables is indicated in Table 5.1.

The second set of variables, termed the project
variables, collectively determine both the demand for
and supply of recreational services at the project
relative to other suppliers of recreational services
in the market area. As a first step, an examination
was made of those variables within this set which
serve as indicators of the supplies of recreational
services at the project. Such variables include
measures of boat ramps and lanes available, number
of rental units available, the age of the project,
the total shoreline and water areas, and the purposes
for which the project was built.

A second group of variables in this set measures
the effective demand for the recreational services
provided on and in the project. Such variables
measure the total number of visitation days, the
average family usage on weekends during the peak
month, the proportion of attendance during the

summer monthes, the percentage of attendees engaging
in waterskiing, boating, and fFishing, and measures of

. - '
water level fluctuations during March through October

(see the discussion in Appendix CJ.
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TABLE 5.1

VARIOUS SETS OF INDEPENDENT VARIABLES AND EXPECTED SIGNS
BETWEEN DEPENDENT VARIABLES

Sets
of Independent Expected
Variables Variables Sign

Market HOUSHLDS
NET--EBI
RES--1973
CMEAN--73
TFI--1973
POP--1873
HPC10UP
HPC15UP
CPOP23
CPOP13
CMEANZ23
CMEAN13
BOATREG

G S (G S G S G G e &

fl

1

! Pro ject TWTRA

§ TSHORE

{ PJSUMATT

j FLDCONTL

{ POWER

: NAVIGATN
IRRIGATN
RECREAT
FISHWILD
WTRSPLY

f YEARFULL

i ALL

ALR

RRENTU

i

J o+ + 10

+ 4+ 4

TATNDCRA
PWATRSKI
PERBOAT
PERF ISH
AWFDUDPM
WRANGE
WTRVAR
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TABLE 5.1 (Continued)

VARIOUS SETS OF INDEPENDENT VARIABLES AND EXPECTED SIGNS
BETWEEN DEPENDENT VARIABLES

Sets
of Independent Expected
Variables Variables Sign

Firm CURRATIO -
ACIDTEST
CLIABNTW
WORKCAP
NTWTHLIB
NSGFA
MSALNS
INTEXP
ADVEXP
WAGEXP
BTSPACE

i

T S T TR S ST

+

VISIT
VISTMKT
CONSRENT
CMORNEED

+ 0+ + ¢

CORPORAT
MARINA (or BOATS)

Corps NASHVILL
STLOUIS
LITLROCK
PITTSBRGH
OMAHA
FTWORTH
TULSA

bt JRE Y O BE0Y RESS Y IO
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Collectively, the two groups of project variables
determine the relative demand and supply of recreational
services at the projects studied. The expected sign of
the relationship between this set of independent
variables and the measures of profitability defined
earlier are also indicated in Table 5.1.

The third set of variables, termed the fFirm
variables, measure the demand and supply of recreational
services of the individual firm relative to other firms
on the same project. The first group of variables in
this set measure either the specific supplies of
recreational service provided or the costs associated
with the provision of the services. This group
includes the following: standard financial measures
of operating performance, costs of wages, officers’
salaries, advertising, and interest, as percentages
of total expenditures; and number of boat spaces
provided, assuming the firm is a marina.

The second group of variables in this set
measures the demand for recreation services and
includes the following: percentage of boat spaces
for rent and the number of new boat spaces needed,
total visitations to the recreational area of the
Firm and the share of visitations relative to the
entire attendance. The third and final group of
variables within this set measures the characteristics
of the fFirm which may affect profitability and include
whether or not the firm was a corporation and/or
marina.

The major ommissions from this third set of
variables are specific management variables whict
_ could possibly have a substantial effect on the
4 success of the concessionaire, based upon our personal

interviews as summarized in Appendix C. The financial
measures of operating performance and cost variables
should explain a portion of the total difference in
managerial ability among the firms; however, as in
| many other economic studies, no good measures of the
4 : g .
The MARINA variable is based upon the Corps
definition; however, in the records there were f i

not classified as marinas which had boat jCe
Hence, the BOATS variable may be a bett




management factors were available even though, as the
Small Business Administration study concluded, they
may be the major determinant of successful concession-
aire operations. Thus, of the sets of variables
considered in this study, the most severe ommission

is the management variables. The expected sign of

the relationship between the third set of independent
variables and the measures of profitability defined
earlier are indicated in Table 5.1, as well.

The fourth and finmal set of variables, termed
the Corps variables, are introduced into the model
to account for possible differences in Corps
administration of concessionaires among Corps
districts. In addition, since Corps districts are
defined on the basis of major watersheds, this set
of variables may account for climatic and environ-
mental differences in these watersheds. which could
affect the individual firm’s profitability. Since
interviews and statistical evidence indicated that
1973 was somewhat atypical in that it was a year of
high water levels, resulting in impaired profit
possibilities in some of the districts chosen for
this study, we have included these dummy variables
for districts in addition to our previously defined
water fluctuation variables. As Table 5.1 indicates
we have no a priori expectations regarding the signs
of these variables as they relate to the measures of
profitability defined earlier.

Analysis of Simple Correlations among Dependent
Variables

The list of variables from the previous section
which could be included in the regression and dis-
criminant models is guite large. Because of the
problems of multicollinearity, if all were examined
at once, an examination of the simple correlations
between these variables and the dependent variables
was made to reduce the number of potential regressors

in the regression model. Before presenting this
discussion, however, some comments are in order about
the sample of concessionaires used in the model
development. This is followed by a discussion of

the simple correlations among the dependent variables,
themselves, and finally with the discussion of the
simple correlations between the independent and

dependent variables.
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Prior discussion in Chapters 3 and 4 has indicated
how the sample of 84 concessionaires was obtained. In
this chapter, because of missing observations for one
or more variables, the statistical analysis may be
based on fewer than 94 observations. In these
instances, the number of observations upon which the
analysis is based is clearly indicated in the tables
of statistical results. Although data have sub-
sequently been obtained for additional variables of
interest (as indicated in Appendix A), the analysis
presented herein has been guided by those variables
which were felt to be most accurately reported by the
parties involved.

As indicated earlier, there are three basic rates
of return variables considered: rate of return on net
sales, rate of return on total assets, and rate of
return on net worth. In the calculation of the firm’s
profits, an accounting dilemma arose in that there was
no consistency in the treatment of inventory changes
from one firm to another. Some firms followed standard
accounting procedures and reported net profits net of
inventory changes over the fiscal year. Other firms
reported net profits gross of inventory changes over
the fiscal year. Initially, two variants of each
rate of return variable were examined. The first
variant (indicated by variables RETSALEl, RTASSETI,
and ATNTWTH1) adjusted all fFirms net profits to
reflect the changes in inventories over the fiscal
year. This type of cost of goods accounting better
reflects the inventory accumulation and liguidation
which was evident for a number of the firms in the
sample. It should be noted that this net profits
Figure and associated rate of return was correctly
reported by a majority of the firms.

The second variant (indicated by variables
RETSALE2, RTASSET2, and RTNTWTH2) did not adjust the
firm’s reported net profits, even if the firm had
accounted for inventory changes. This variant thus
reflects the net profits figure reported on the firm’s
income statement and may in many cases be the profit
or loss figure on which managerial decisions were

based.




In Table 5.2 the simple correlations among the
three major rate-of-return variables and their respective
variants are presented. A perusal of the table indicates
a positive and statistically significant association ]
pbetween the two variants of each of the three dependent
variables. The two alternative variants of the rate of
return on total assets appear to be most similar, while !
the two variants of the rate of return on net sales are
least similar. In the basic analysis below, use is
made of the rate-of-return variables which are adjusted
for inventory changes. Later in the regression analysis,
an indication is given of whether this makes any differ-
ence in the model’s explanatory ability.

An examination of the simple correlations among
the dependent variables indicates a positive and
significant association between the rate of return
on net sales and the rate of return on total assets.
Not unexpectedly, the rate of return on net worth is
not associated with the other rate-of-return variables.
As discussed earlier, this is partially attributable
to the fact that this rate-of-return variable reflects
not only current relative profitability but previous
profitability or lack thereof. Net worth can be eroded
over time because of continuing losses or withdrawals
of capital while, at the same time, there is a less
substantial change in the firm’s net sales or total
assets. Consequently, it should not be surprising
if the models explaining the rate of return on net
worth perform poorer than models explaining return
on assets or sales.

Analysis of Simple Correlations between DOependent and
Independent Variables

In the development of the theoretical model in
this chapter, several sets of independent variables
which should be related to the dependent variables
were indicated. The expected signs of these relation- E
ships were summarized in Table 5.1. After an exhaustive
series of tests of the correlation between these
dependent and independent variables, those listed in
Table 5.3 provided the starting point for our
development of the fimal regression and discriminant
models . The list does not include any of the other |
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TABLE! 5.3

LIST OF STATISTICALLY SIGNIFICANT INDEPENDENT VARIABLES
FROM SIMPLE CORRELATION ANALYSIS

PERBOAT TSHORE

FLDCONTL NAVIGATN

RLLor RLR RRENTU

YEARFULL CONSRENT

MARINA (and BOATS) CORPORAT

CLIABNTW NSGF A

ACIDTEST INTEXP

WORKCAP All District Variables
variables considered in this section. It is possible

that their lack of confirmation is attributable to a
Failure in this simple correlation analysis to hold
other variables constant as is commonly done for a
linear regression analysis. 3

The major discovery resulting from the above
intensive review of the numerous variables included
in the study is that so few variables are significantly
related to the profitable operations of Corps concession-

aires. Most important is the lack of significance of
market variables and the apparent significance of
project variables and management variables. The

variables in Table 5.3 are the pool from which the
Final models are estimated next in Chapter 6.

Although the statistical findings of this study
suggest that market variables in themselves are not of
critical importance in explaining concessionaire
profitability, this is not to suggest that market
factors are unimportant. It should be obvious that a
concessionaire without customers would soon be out of
business. The findings must be interpreted, rather,
as explaining the rate of return or profitability of
concessionaires, which is different from explaining
the demand for its services. Once it is assumed that
a concessionaire has customers, then what factors
contribute to a successful or unsuccessful operation?
The point to be made is that the purpose of the study
was to develop a model of the typical concessionaire’s
profitability, not to develop a model of the market
(demand) for a concessionaire’s services.
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The study assumed a 50-mile market radius for
each concessionaire, but since more than one concession-
aire operates at each Corps project, a 50-mile market
was assumed for each project as well. It is very
difficult to assume that the market for each concession-
aire is exactly coterminous with the market for the

entire project. However, the individual concession-
aire was the focus of the study--primarily with regard
to its profitability. Moreover, the failure to care-

fully delineate the specific market for each
concessionaire from that of each other concessionaire
may have been instrumental in causing the market
factors to take on an unimportant stance in this
study. In any event, even with the assumption of a
50-mile market radius, there still exists the problem
of overlapping markets, where one project’s market is
intermingled with that of another. This problem
would have been made more serious by enlarging the
project market.

In essence, the specification of the models
developed from this research minimized the effects
of market factors on specific concessionaires. But,
as the intent of the study was to primarily highlight
the causes of concessionaire profitability, given an
existing market, this limitation is not viewed as
being particularly severe. To reiterate, in terms
of profitability, market factors are not critical,
since profitable concessionaires exist on small and
large projects, both near large cities and in rural
areas. In other words, profitable operations cannot
be assured simply because a market exists for that
project. The complexities of good management, good
location, etc., are the factors that determine
profitability, just as with any other kind of product
or service. Profits cannot be guaranteed to any
potential concessionaire at any project at any time,
unless there are large subsidies available.




CHAPTER 6

REGRESSION AND DISCRIMINANT ANALYSIS AND
RAYSTOWN PROJECT FORECASTS

Introduction

In this chapter, the estimated regression models
are presented along with the associated discriminant
analysis. The estimated regression models are based
upon the list of important independent variables which
were examined in the previous chapter. This list was
obtained by an examination of the simple correlations
between these variables and the profitability measures.
It excludes many variables which, in theory, should
affect the firm’s profitability but which provided no
confirmation based upon the sample data. Initially,
we present estimates of the regression models including
all of the variables listed in Table 5.10.

Because of the large number of such variables,
extensive multicollinearity was found to exist among
them affecting our ability to test hypotheses about
the coefficients. Since the principal objective is
the development of a series of forecasting models,
the hypothesis tests have been de-emphasized in this
chapter. This 1is also in accordance with the
discussion in Chapter 5, since the regression models
examined in this chapter are the reduced form equations
and do not constitute behavioral equations. Con-
sequently, the attempt was made to develop relatively
simple regression models by eliminating unimportant
variables. After presenting estimates of the general
regression model some variables are eliminated and the
models are re-estimated and presented in Final form.

The second part of this chapter parallels the
First except that discriminant analysis was employed
to develop a procedure to classify firms into either
a profitable or an unprofitable category. In the
development of this procedure, many of the same
independent variables that were used in the estimated
regression models are also used as classification
variables. To assist the reader, at the beginning of
this section a brief survey of discrimimant analysis
is presented, plus some of its potential problems,
before examining the classification results.

sl et b it
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The third part of the chapter consists of the
forecasts of profitability or unprofitability from the
regression and discriminant analyses for the new
commercial concessionaire located on the recently
constructed Raystown project in Pennsylvania. In
developing this forecast, use is made of projections
of concessionaire financial positions from the case
study of the concessionaire which comprises Volume 11
of this study. In addition, information was utilized
about the characteristics of the project itself.
Since there are a number of possible combimations
of legal ownership, concessionaire size, and length
of lease, among others, a variety of scenarios are
presented to forecast both profitability rates and
the profitability likelihood of this new concession-
aire.

Data Subsets Underlying the Regression and Discriminant
Analysis

While there are 94 concessionaires in the sample
(as discussed in the previous chapters), both the
regression and discriminant analyses were estimated
using fewer than this number of concessionaires. As
was indicated in the discussion of simple correlations
between the fFirm independent variables and the measures
of profitability in the previous chapter, there were a
number of cases in which observations were missing for
some of the independent variables. Consecuently, the
sample data were nonhomogeneous in terms of all
available data.

As a starting point a subset of the 94 concessions
was constructed which consisted of all firms having
reported financial data for employees’ wages and =
interest expense. This particular subset was chosen
since these and related finmancial data exhibited
significant associations with the profitability messures
in Chapter 5. The subset is denoted as Firms reporting
interest and wage expenses in this chapter.

\ second subset was constructed from the fFirst,
onsic ing of all firms reporting employees’ wages and
ntere-t expense which also have boat slips available.

p ~ticular subset is demnoted as marinas since,

1

ly, these boat slips were available for rertal !
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purposes. It should be mentioned that this definition
of a marina, which is used throughout this chapter,
does not coincide with the Corps definition. In
particular, the Corps reports the type of business

in which the commercial concessionaii~e is engaged in
the RRAMS data system (see ref >rence to MARINA in
Appendix A). Unfortunately, as was eventually dis-
covered in our study, the firms which the Corps
designates as marinas uften do not report boat slips,
and, conversely, the firms which the Corps designates
as other than marinas often do report boat slips. As
a result consistent information could not be obtained
on the firms which were marimas by following the
Corps’ definition and so the relevant definition of
marinas used in this study is firms which report boat
slips. While it is recognized that under this system
some firms may be classified as marinas which may not
be providing a full line of marima services, it is
judged that this error is probably insignificant in

a study of this type. That is to say, of the number
of possible biases in a study of this type (some of
which were already mentioned], this particular one

is of mimnor importance.

In both subsets examined in this chapter the
principal motivation was, as indicated above, a
recognition that many of the 94 firms in the sample
did not report full sets of data. For example, most
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firms reported net sales, gross profits, total expenses

and net profits on their income stat :nents. Also,
most firms reported current assets, fixed assets,
current liabilities, and net worth on their balance
sheets. However, the important breakdowns of the
income statements into detailed sources of income

or sales or detailed expense categories were fre-
qgquently missing. Thus, with regard to the development
of measures of "management' efficiency, i.e., measures
by which the companies manage their expenses, assets,
or liabilities, the number of firms reporting a
specifically useful item were often few in number.
Moreover, the number of observations for a particular
variable that was potentially useful in the analysis
fFrequently dwindled to the point where its statistical

reliability was seriously questioned. For example, in
examining an initial model with 10 variables, with

only 20 Firms reporting values for all 10 variables,

one 1s left with only 9 degrees of freedom and a general




imability to disentangle the effects of the independent
variables from one another. Largely because of the
difficulty in specifying equations with as many
observations as possible, this analysis is focused on
the two subsets as def ined above.

dibath

Regression Analysis

The results of estimating the initial regression
models wherein the list of independent variables in
Table 5.10 are used as regressors is reported in
Table 6.1. In this case, the set of observations
pertained to all firms which reported employees’
wages and interest expenses, which also reported
boat slips. A total of 49 firms which did not have
missing observations for any and all of the regressors
was used in the model. In this and subsequent tables
in this chapter attention is focused on the rate of
return on sales and the rate of return on total
assets. Although the equations explaining the rate
of return on net worth are reported in these tables,
their importance is minimized as per the discussion q
in Chapter 5 regarding the poor performance of this
variable.

As shown in the table, the statistically significant
variables with correct a priori signs in equation 6.1, i
which explain the variation in the rate of return on
net sales (RETSALEl), are interest expense as a per-
centage of total expense and the Nashville dummy
variable. In the case of equation 6.2, which
explains the variation in the rat= of return on total 3 |
assets (RTASSET1l), the statistically significant
variables with correct a priori signs are interest
expense as a percentage of total expense, project
purpose navigation dummy variable, and the Nashville
dummy variable. In the case of equation 6.3, which
explains the variation in rate of return on net
worth (RTNTWTH1), the statistically significant
variables with correct a priori signs are interest 3
expense, the year the project pool was filled, the
ratio of current liabilities to nmet worth (which is
probably significant due to some spurious correlation),
and the Nashville dummy variable. 1In all three cases
the initial results indicate the importance of debt
management to the concessionaire’s success as measured
by the importance of interest expense.
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B TABLE 6.1
PRELIMINARY REGRESSION MODELS USING DATA SUBSET
WHICH INCLUDES ALL FIRMS REPORTING INTEREST
AND EMPLOYEE WAGE EXPENSES,
PLUS BOAT SPACES@
(n=49)
Dependent Variables
Independent RETSALE1L RTASSET1 RTNTWHTH1
Variables Eq. 6.l Ec. L uBL e Eqg. 6.3
INTERCEPT = . 153 1.675 475,137+
( 42.595)P ( 26.516) (264.0830)
CORPORAT - 3.166 - 3.931 53,7314
( 6.051) ( 3.787) ( 37.5186)
INTEXP - 1.0765%:% - 0.872 - 1.4388
( 0.634) ( 0.395) ( 3.833)
PERBOAT 0.1100 0.0295 6.4055::%
( 0.450) ( 0.280) C 2.788])
TSHORE 0.015 0.0150:%:% 0.0717
( 0.010) ( 0.008) £ 8.a681)
ACIDTEST 0.1232 - 0.0442 2 0557
( 0.834) ( 0.189) ( 1..882)
FLDCONTL - 6.718 - 2.684 - 51.812
C  5.742) " 3.574) ( 35.599)
NAVIGATN = .574 -  B8.4887::k - 51.403
( 7.800) ( 4.856) ( 48.363)
ALL 0.104 0.0573 0.4924
¢ 0. Isa] ( 0.099) ( 0.930)
RRENTU 0.015 0.0128 0.0942
( 0.013) ( 0.008) ( 0.083)
YEARFULL 0.023 - 0.0367 -  3.6003:x%
( 0.375) ( 0.233) € a.324)
WORKCAP 0.00005 - 0.00005 - 0.0019
( 0.0001) ( 0.00007) ( 0.0007)
CLIABNTW 0.633 0.8521 - 27.B367::x
( 2.103) ( 1.309) ( 13.039)
NS GF A - 0.0055 0.0106 0.1504
€ o.022) 0. 01a) ( 0.136)
NASHV ILL - 12.850+ -  7.3218s%:% - 78.1716+
( 7.369) ( 4.587) ( 45.686)
CONSRENT - ©,0047 0.0084 - 4,2929
[ [ i iy ( 0.195) ( 1.942)
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TABLE 6.1 (Continued)
PRELIMINARY REGRESSION MDDELS USING DATA SUBSET
WHICH INCLUDES ALL FIRMS REPORTING INTEREST
AND EMPLOYEE WAGE EXPENSES,
PLUS BOAT SPACES®
o = (n=49)
Dependent Variables

Independent " RETSALE1L RTASSET1 RTNTWHTH1 ]

Variables Eglis BLL Ecia bk Eq. 6.3

2
R .381 254 .539
RC .100 .333 .329
E 1.354 2.584::k 2.5748::%
Standard Error L& 7L 10.440 1@3.981

aSigniFicahce level designations are given in
Table 5.2.

=iy :
Figure in parentheses represents standard error
of coefficient.




The existence of multicollinearity due to the
large number of interrelated variables prevents any
more meaningful tests of hypotheses regarding individual
coefficients. An examination of the associated F
statistic shows that in the case of equations explain-
ing RTASSET1 and RTNTWTH1 the null hypothesis that
the entire set of coefficients is jointly equal to
zero can be rejected. An examination of the RE for
all three equations shows the explanmatory power of
the RTASSET1 and RTNTWTHl to be considerably higher
than the corresponding power of RETSALEl. For future
reference in comparing equations which differ in terms
of their numbers of independent variables angd
observations, the adjusted RS (denoted as R-) has
been calculated as well. As Johnston and other
econometricians have pointed out, this summary
measure is more relevant in comparison of models.

An implication of the total shore line variable
(TSHORE) in all estimated equations is that in a
comparison of two firms located on different pro jects
the firm located on the larger one in terms of shore
line, ceteris paribus, will have associated higher
rates or return on the profitability measures. The
interpretation of the Nashville dummy variable (NASHVILL)
indicates, ceteris paribus, that firms located in this
Corps district will have lower profitability rates
compared to firms in other districts. In additior,
projects designed primarily for navigation purpcens
{(NAVIGATN) have a detrimental effect cn concessi.naire
profitability since the sign of the coefficient i,
this case is consistently negative. Finally, the
number of recreational rental housing units faor
families (RRENTU) in the project is also related to
the profitability measures, thus indicating the
importance of project-based family accomodations in
assuring profitable concessionaire operations.

To reiterate, the results presented in Table 6.1
represent the initial estimates of the regress.ion
models. Because much simpler models would be mcr =
useful for forecasting concessionaire financial

1 "
J. Jdshnston, Econometric Methods (New York:

McCt-aw-Hil. , second edition, 1972), pp. 129-39.

|
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performance, the number of variables has been reduced
in each of the three models. The decision to exclude
specific variables from a particular model was made
on the basis of those variables having incorrect
signs, extremely low "t" values, and relatively low

simple correlations (as reported in Chapter 5). As
a result in all three models the final set of
independent variables varied among the models. The

results of re-estimating the models are presented in
Tables 6.2 (firms reporting interest and wage
expenses) and 6.3 (firms reporting interest and

wage expenses, plus boat slips).

The results of the final regression models show
slightly smaller R2 statistics than the initial
regression models but this is to be expected in any
regression analysis. O0On the other hand, the adjusted
RS is higher than in the initial estimated models.

In the case of the variables measuring rate of return
on total assets and net worth, the regression
equations explain approximately 45 to 53 per cent

of the variability in these measures among the firms
in the respective samples. While it would be ideal
to have the ability to explain all of the variability
in the dependent variables, it is impossible to do
so--particularly in microecomnomic studies where many
random influences affect the individual fFirm.
Furthermore, since the treatment of the managerial
influences affecting profitability was deficient in
this study there exists an additiomal imability to
explain all of the variability in profitability due
to the importance of such influences. At this point,
however, one may be reasonably confident of the
adequacy of the models derived.

As noted above, the results in Table 6.2 are
based upon the subset of firms which reported interest
and employee wage expenses, while those in Table 6.3
are based upon the subset which, in addition, reported
boat spaces available for rent. As in the previous
regression models, and based upon the conclusions
drawn in the previous chapter, none of the final
regression equations have included the market
variables as explanatory variables. Although initial
regressions were run which included several market
variables, none of the market variables had the

i datciinna het MR RN o e s i

i i
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TABLE 6.2
FINAL REGRESSION MODELS USING DATA SUBSET
WHICH INCLUDES ALL FIRMS REPORTING
INTEREST AND EMPLOYEE
WAGE EXPENSES2a
(n=57)
Dependent Variables
Independent RETSALE1 RTASSET1 RTNTWTH1
Variables Egq. 6.4 Eq. B.5 Eg= G656
CONSTANT 0.434 2.225 -5.744
¢ 7.7803P (10.872) (109.4806)
TSHORE 0.014:5% 0. 012k 0.085:k:%
( 0.007) ( 0.005) { 0.047)
FLDCONTL - B6.932x% - 3.453 - 33.310
( 4.220) { 2.963) [ 30.772)
ALL 8. 141 0.096
§ 8.116) ( 0.082)
RRENTU 0.011:% 0.01 3% 0.083
( 0.008) ( 0.0086) ( 0.087)
CORPORAT - 1.867 - 3,407 22.215
( 4.062) ( 2.995) ( 31.443)
WORKCAP 0.000004 - 0.00007 = §LEe2
( 0.00007) ( 0.00006) ( 0.001)
INTEXP - 0.991:%5% - 0. 70855k
( 0.374) ( 0.259)
NASHV ILL -12.416++ - 8.409++ - 79.188++
€ 5.714) ( 3.926) ( 39.957)
NAVIGATN - 6.253:% - 35.357
( 3.911) ( 39.765)
YEARFULL - 0.018 ol lnf
( 0.184) ( 1.890)
NS GF A 0.012 0.139
(B (Bl m = ( 0.118)
PERBOAT 3,824
2.164)
CLIABNTW - 33,8708k
( 10.062)
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TABLE 6.2 (Continued)

FINAL REGRESSION MODELS USING DATA SUBSET
WHICH INCLUDES ALL FIRMS REPORTING
INTEREST AND EMPLOYEE
WAGE EXPENSESS
(n=57)

Dependent Variables

Independent RETSALE1 RTASSET1 RTNTWTHI1
Variables Eq. 6.4 Eqg. 6.5 Eqg. 6.6
= ) RSN SN oA S R
o G s .15 Y i =i 32— — 53— 440
_2 e
R o zyAa) VAl 303
E 3. 587k 4, 609k 3. 208k
Standard Error 14.3226 9.606 98.577

g aSigniFicance level designations are given in
' Table 5.2.

B, :
Figure in parentheses represents standard error.

|
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TABLE 6.3 |

FINAL REGRESSION MODELS USING DATA SUBSET WHICH |
INCLUDES ALL FIRMS REPORTING INTEREST AND 1
EMPLOYEE WAGE EXPENSES, |
PLUS BOAT SPACES®
(n=49)

Dependent Variables

sl

Independent RETSALE1 RTASSET1 RTNTWTH1
Variables Eem 5070 0 Bel 6580 By 63 o e e
CONSTANT - 0.018 0.307 - 7.189 A
( 8.613) (12.110) (128.500)
TSHORE 0.014:%:% 0. 0135k 0.092::k:
( 0.008) ( 0.005) ( 0.057)
FLDCONTL - B.655:% - 2.210 - 37.907
( 4.928) ( 0.508] ( 36.138]
RLL 0.120 0.071
[ ren 1331 ( 0.089)
RRENTU 0.013 0.015:k:% 0.077
( 0.010) ( 0.007) ¢  0.082)
CORPORAT - 2.313 - 3.705 26.619
( 4.682) ( 3.325) ( 36.690)
INTEXP - 0.9613:% - 0.515:%%
( 0.442) ( 0.278)
WORKCAP 0.00003 - 0.002
( 0.00008) ( 0.0007)
NASHV ILL -11.292+ N7 e - 78.323+
( 6.323) ( 4.179) ( 43.235)
NAVIGATN - 5.961% - 4B6.226
( 3.874) { 47 .811]
YEARFULL ~ 0.007 — 1297
( 0.200) ( 2.183)
NSGF A 0.008 0.151
( 0.012) { 0.134)
PERBOAT 3.884:
( 2.514)
CLIABNTW : - 33.098::k
( 11.287)
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TABLE 6.3 (Continued])

FINAL REGRESSION MODELS USING DATA SHEET WHICH
INCLUDES ALL FIRMS REPORTING INTEREST AND
EMPLOYEE WAGE EXPENSES,

PLUS BDAT SPACES®

(n=49)

Dependent Variables

. Independent- - — RETSALEL ~ ~~~ ~RTASSET1 RTNTWTH1
Variables Eg. 6.7 Ege 5.8 Egs 618
2
R .370 .522 . 445
CR .183 .386 . 280
F 2.943:: 4. 158kk:k 2.695:¢
Standard Error 15.360 9.914 107.785

aSigniFicance level designations are given in
Table 5.2.

B, . :
Figure in parentheses represents standard error.
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correct signs and, hence, were rejected from the models.
It is recognized that the failure to include explanatory
variables, which are important in explaining the
variations in the dependent variables and which are
correlated with included explanatory variables will

lead to specification errors and biases in the

estimates of the coefficients of the included
explanatory variables. However, in this case it

is felt that every possible attempt was made to

minimize these biases.

An examination of the independent variables
included in the final regressions shows that seven
are project-related and six are firm-related. In
Tables 6.2 and 6.3 the single most important
explanatory variable in equations 6.4 and 6.5, and
6.7 and 6.8, respectively, is the interest expense
variable (INTEXP) which measures interest expenses
as a percentage of total expenses. While the interest
expense variable was not significant in the rate of
return on net worth equation (equations 6.6 and 6.9)
and was thus not included in the final regression,
another variable~-the ratio of current liabilities
to net worth (CLIABNTW])--discloses the same effect.
In this latter case the variable enters the model
with a negative coefficient, which again emphasizes
the importance of debt management. The results for
INTEXP and CLIABNTW emphasize the importance to
profitable management of keeping debt and liabilities
in line with the firm’s ability to meet interest
obligations on these debts while maintaining a
profitable operation.

Among the other statistically significant
variables in the list of independent variables were
the total shoreline (TSHORE), flood control as a
pro ject purpose (FLOCONTL), navigation as a project
purpose (NAVIGATN), and the number of family
recreational rental units on the project (RRENTU).
In addition, the Nashville district dummy variable
(NASHVILL) is negative and significant. As a result
of these findings it can be concluded that, on the
basis of this sample, the purpose of the project and
the number of family housing units, ceteris paribus,
are associated with the relative profitability of
concessionaires.

bt 2ok
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One of the firm variables of interest is the
legal status of the concessionaire (CORPORAT]. This
variable takes on a value of one if the concessionaire
is a corporation and a zero if it is either a
proprietorship or a partnership. In all cf the
regression equations reported in Tables 6.2 and
6.3, this particular variable is negative but
insignificant from zero. If the corporate form of
organization implies lack of managerial control,
then the negative sign on this variable would
suggest that ''absentee' ownership may be detrimental
to profitable concession operations. This fact was
mentioned several times in the interviews which were
conducted with concessionaires and Corps district
officials.

The working capital variable (WORKCAP) has a
variety of signs in all of the eqguations but it is
never statistically significant from zero since a
positive sign.was expected. This variable reflects
liability management to a great extent and, as with
the interest expense and current liability management
variables, it reflects the firm’s ability to adjust
to changing sales and inventories, among other
Factors. Since it is a standard measurement of
managerial efficiency, it was included in all the
models.

A similar interpretation can be made of the net
sales management variable (NSGFA), although it was
not statistically significant from zero. The more
efficient use a firm makes of its assets, which are
in fact, the generators of profits, the more likely
it is to have positive earnings. In other words,
the higher the sales per unit of assets, the higher
the profitability of the firm. Although in all
regression models the expected positive sign was
found fFor this coefficient, none were statistically
significant from zero. As imn the case of other
managerial variables this variable was included in
the final regression model in order to minimize the
possibility of specification bias which would
possibly occur if it were omitted. One other point
should be mentioned in order to correctly interpret
the results for this variable. It was noted in
Chapter 4 that many unprofitable firms have a large




83

amount of funds tied up in non-earning assets such
as land, sewage facilities, parking, etc. In these
cases, the firm reports relatively high gross fixed
assets but can, at the same time, have relatively
low sales and profitability. The existence of
several unprofitable firms in this situation could,
in part, explain the statistical insignificance of
this variable.

Finmally, the age of the project as represented
by the last two digits of the year completed (YEARFULL)
is statistically insignificant but has the expected
sion. This suggests that newer projects are less
successful in attracting visitors and thus in providing
the potential for profitable operations for concession-
aires. Consequently, it was judged that older projects
(being more established) can more readily attract
visitors which enhance the potential profitability of
concessionaires located on these projects. The
variable measuring the percentage of boats rented
was statistically significant only in the rate of
return on net worth models and was not included in
any other models since it was not associated with
these variables in the simple correlation analysis.

An examination of the associated F statistics
reported in Tables 6.2 and 6.3 indicates that in all
six regressions, the null hypotheses that the entire
set of coefficients is jointly equal to zero can be
rejected. As in the initial model, the best fit is
achieved for the rate of return on total assets
variables and the worst for the rate of return on
net sales. An examinmation of the adjusted RS indicates
these models explain relatively more variability than
the initial models. Using these criteria, the most
satisfactory model is equation 6.5 which explains
the rate of return on total assets.

In developing these fimal regression models,
other variables besides those reported in Tables 6.2
and 6.3 were experimented with as well. Many of
these variables are related to other variables and
therefore serve as proxies for the latter. Although
the size of the estimated models could probably be
further reduced by eliminating more of the independent
variables, it was decided that these models would be
utilized since they are, in the judgement of the
researchers, the best ones attainable.




